
282 6 Statistical analysis and modeling of data

Input: Values (𝑥𝑖 , 𝑦𝑖)𝑛−1
𝑖=0 , initial approximations for 𝑎0 and 𝑎1 from standard

linear regression, relative precision 𝜀
for 𝑖 = 0 to 𝑛 − 1 do

𝑟
(0)
𝑖

= 𝑦𝑖 − (𝑎0 + 𝑎1𝑥𝑖);
end
𝜎̂ = 1.4826 ·median( |𝑟 (0)

𝑖
| , 𝑟 (0)

𝑖
≠ 0);

𝑘 = 0;
while ( max𝑖 |𝑟 (𝑘+1)𝑖

− 𝑟 (𝑘 )
𝑖
| > 𝜀𝜎̂ ) do

for 𝑖 = 0 to 𝑛 − 1 do
𝑤𝑖 = 𝑊 (𝑟 (𝑘 )𝑖 /𝜎̂); // 𝑊 (𝑡) given by Eq. (6.21)

end
Compute new estimates for 𝑎0 and 𝑎1 by solving the linear system

𝑎0
∑︁
𝑖

𝑤𝑖 + 𝑎1
∑︁
𝑖

𝑤𝑖𝑥𝑖 =
∑︁
𝑖

𝑤𝑖𝑦𝑖

𝑎0
∑︁
𝑖

𝑤𝑖𝑥𝑖 + 𝑎1
∑︁
𝑖

𝑤𝑖𝑥
2
𝑖 =

∑︁
𝑖

𝑤𝑖𝑥𝑖𝑦𝑖

for 𝑖 = 0 to 𝑛 − 1 do
𝑟
(𝑘+1)
𝑖

= 𝑦𝑖 − (𝑎0 + 𝑎1𝑥𝑖);
end
𝑘 = 𝑘 + 1;

end
Output: 𝑎0, 𝑎1 by the IRWLS method

LMS The second method resembles standard linear regression, except that the
median of the squares of the residuals 𝑟𝑖 = 𝑦𝑖 − (𝑎1𝑥𝑖 + 𝑎0) is minimized, hence its
name, least median of squares (LMS). We seek 𝑎0 and 𝑎1 such that

median(𝑦𝑖 − 𝑎1𝑥𝑖 − 𝑎0)2 = min . (6.49)

The LMS method [34] is very robust and behaves well even in the rare circumstances
in which IRWLS fails. An example is shown in Fig. 6.15 (left). We have a sample of
𝑛1 = 30 data 𝑦𝑖 = 𝑎𝑥𝑖 + 𝑏 +𝑢𝑖 , where 𝑎 = 1, 𝑏 = 2, 𝑥𝑖 ∼ 𝑈 (1, 4), and 𝑢𝑖 ∼ 𝑁 (0, 0.2),
and a set of 𝑛2 = 20 points assumed to be outliers, 𝑥𝑖 ∼ 𝑁 (7, 0.5), 𝑦𝑖 ∼ 𝑁 (2, 0.5).
We would like to fit a straight line to the data such that the result will be oblivious to
the outlier portion of this compound set. Neither the LS nor the IRWLS method yield
meaningful results: both simply run the line through both data portions. In contrast,
the LMS line fits the non-outlier group well.

The main nuisance of the LMS method is precisely the numerical minimiza-
tion (6.49). The function we wish to minimize with respect to the parameters 𝑎 𝑗
has O(𝑛𝑚+1) local minima, where 𝑛 is the number of data points (𝑥𝑖 , 𝑦𝑖) and 𝑚 is
the degree of the regression polynomial. In the example from the Figure we have
𝑛 = 𝑛1 + 𝑛2 = 50 and 𝑚 + 1 = 2 (straight line), so there are ≈ 2500 local minima,
among which the global minimum needs to be located, as shown in Fig. 6.15 (right).
This is best accomplished — there are dangers since the function is continuous, but


